Exercises on numerical methods for chemical kinetics

1 Derivation of the model

In the following we consider a complex chemical reaction composed of 4 simultaneous elementary
reactions involving 6 components A, B, D, E, X and Y.

k1

A = X, (1)
B+X 2 yvip, (2)
2oX +Y B 3x, (3)

X M g (4)

We assume that the concentrations [A] and [B] are kept constant all the time.
1. Write the system of differential equations describing the evolution of the concentrations [D],
[E], [X], and [Y].
The concentrations [A] and [B] are kept constant, so their evolution is not to be computed

through a differential equation. Following the rules presented in the introduction, the other
concentrations obey the following differential equations :

diD]  _

5 = —ko[B][X],

diE]  _

W = _k4[X]7

dEl)tq = ki[A] = k2[B][X] - 2k3[X][Y] + 3k3[X]*[Y] — ka[X],
dgt”] — k[B][X] — 2ks[X]2[Y].

2. FExplain why the study of this system can be simplified into the study of a system of two equations
with two unknowns X and Y. Write this system.
The evolution of the concentrations [D] and [E] depend only on the concentration [X], while
the evolution of [X] does not depend on [D] and [E]. Therefore, it is possible to compute in a
first time the evolutions of [X] and [Y] alone, and then deduce the evolution of [D] and [E],
through classical integration formulas. In the following, we thus only consider the following

system :
X~ k)~ bBIX] — 20 [XPY] + 3k [XP[Y] — ka[X], (5)
T~ kBl - 2mlxPDY] (6)



3. The system obtained in the previous question depends on many parameters. To simplify its
qualitative study, we want to identify the most relevant parameters by making linear changes of
variables : we will look for [X] and [Y] under the form :

[X](t) = az(yt) and [Y](t) = By(+1).

where «, B and ~y are real parameters and x and y are the new unknown functions to be
determined.

Prove that we can choose a, B and v such that the functions x and y satisfy

¢ = a+2%y—(b+1z (7)
y = bx—az%y. (8)

where the only remaining parameters a and b have to be explicitly defined.
From the definition of z and y we can write

[X]'(t) = yoa'(vt) and [Y](t) = vy (1t).

If we express the equations (11) and (12) using the functions = and y we get

yaa'(yt) = ki[A] - ka[Blaz(yt) — 2ksa® B2 (vt) y(1t) + 3ksa® B () y(t)
—k40[f]3("yt), (9)
YBY' (vt) = ka[Blaz(yt) — 2ksa® B (yt) y(71). (10)

or equivalently, if we note s = vt

ki[A]  (ko[B] + ka) ksa B o
2(s) = — z(s) + ——x7(s) y(s), 11
(s) o 5 (s) 5 (s)y(s) (11)
’ akQ[B] 2k3a2 2
y(s) = ——ax(s)————x°(s)y(s). 12
(s) i (s) 5 (s)y(s) (12)
We deduce the following relationships :
k
4] o,
e
(olBlt k) _
Y
ksa 3 _—
v
Oék‘g[B] . b
VB ’
2k3a2 - 1
Y



We solve this system and obtain :

k2[3]+2k}4
Y= 9 >
0 - ka[B] + 2ky
N 4kg
ko|B] + 2k
8 = 2a= 2[B] + 4,
k3
p - _ kBl
]62[3]—1—2]{4’
kA VR4

v (ko[B] + 2k4)3/2

2 Numerical method

We define a final time T, and a time step At = % Thus M is the number of time steps that will
be computed with the mumerical method described in the following. For all 0 < n < M we define
t" = nAt. The numerical method that we will study reads

m.nJrl — "

T = a4+ (.1‘”)2 yn-‘rl _ (b—|- 1)xn+1 (13)
n+l _ . n

Yy ~ Y _ b$n+1 . (xn)2 yn+1'

with 2° = 9 > 0 and y° = yo > 0 the initial conditions of the system.
1. Prove that the numerical scheme (13) can be re-written

vt ) ( " 4+ Ata >
An n = n
< y" y

with Ay a 2 X 2 matriz that is to be written explicitly.
The numerical scheme can be re-written

2" = 2" 4 aAt+ At (2™)? " — At (b+ 1)z
yn—l—l _ yn + Atbxn—H — At ($n)2 yn—s—l‘
or equivalently
2" At (22" L At (b + D" = 2" 4+ aAt
yn—i-l _ Atb$n+1 + At (:En)2 yn—l-l _ yn‘
or equivalently
1+Atb+1) —(2")2At P B " + Ata
—Atb 1+ At(z™)? yn il N y"
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Thus the matrix A, is defined by :

4 - L+Atb+1) —(2™)2At
"o —Atb 1+ At(z")?

. Prove that for all n > 0 A, is invertible, and deduce from this result that the numerical scheme
1s well-defined.

We compute the discriminant ¢ of A,,.

§ = (1+At(b+1)) x 1+ At(z")?) — At?b(z")?
= 14+ A+ 1)+ At(e™)? + A2+ 1)(@™)? — At2b(z")?
= 1+ Atb+1)+At(z™)? + A2 (2™)?2 > 0

Thus A,, is invertible for all n > 0.

. Prove that all coefficients of A1 are positive, and that ™ and y™ are positive for all n > 0.

Al 1/ 1+ At(a™)? (x™)2At
g Atb 1+ Atb+1)

We know that & > 0 thus all coefficients of A! are positive. Consequently, because x¢ and yo
are positive, we can prove with a reasoning by recurrence that z" and y™ are positive for all
n > 0.

. Prove that
Vn >0, 2" 4yt < 2™ p oy 4 aAt

2t 1 ( "+ Ata
( yn—i-l ) = Anl ( yn )
1 < 1+ At(a™)? (z™)2At ) < z" + Ata >

5 Atb 14+ At(b+1) Y

1
A ((1 FAHE™M?) (2" + Ata) + " (2")2AE + Atb(z" + Ata) + (1 + Atb + 1))y”)

Instead of computing explicitly "1 4+ y™*!, which can be tedious, we want to prove that
5(xn+1 + yn-i-l) < (5(.%'” + yn + aAt)
which is equivalent to :

(14 At(z™)?)(z™ + Ata) 4+ 3™ (z")2 At
+ALb(z" + Ata) + (1 + At(b+1))y" < (1 + At(b+ 1) + At(z™)? + A2 (™)) (2" + y" + aAt)

We develop the right-hand side and check that it is superior to the left-hand side.
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5. Deduce from the previous result that there exists a constant C' > 0 only depending of the date

of the problem such that
$n
sup || (4 ) 1<
n<M Yy

We define the consistency errors Ry and Ry by

re = M) oyt + 0+ D) (14
n+1\ n
RZ _ y(t )At y(t ) _bx(thrl) + (:L’(tn))Q y(thrl)' (15)

Be careful, there was a misspell in the original text of the exercise, for the defi-
nition of Rj. Here this misspell has been corrected.

Prove that there exists a constant Co > 0 only depending of the data of the problem such that
sup (| Ry| + [Ry]) < CaAt.
n<M

We deduce from the previous result, with a reasoning by recurrence, that :
" +y" < 244"+ anAt,¥n >0
Therefore,
z" n n 0 0
sup || n Jli=sup{2"+y"} < 2'4+y +aMAt=C

Because in finite dimension all norms are equivalent, if we use another norm, we will find the
same inequality with a different constant C.
We make Taylor series expansions of z(¢"*1) and y(t"*!) with respect to t" :

z(t"TY) = z(t") + Ata! (t") + O(At?)

y(t"h) = y(t") + Aty (t") + O(AF).
Because z and y are solutions of the differential system (7)-(8), they satisfy :

d(t") = a+2P(t")yt") — (b+ (")

Y = ba(t") — 2 (t")y(t").

We deduce from these four relationships that

R = /(") + O(At) — a — (z(t"))? (y(t") AW (") + O(At2)>
+(b+ 1)( (") + Atz (t7) + O(At2)>
= 2/(t") —a— (@(t™)* (y(t") + (b+ Dz(t") + O(At)
— O(AY)
Ry = y'(t") + O(At) — b( (t") + Atz' (t") +O(At2))
~(@(t")? (y(t") + Aty (") + O(A) )
= Y (t") + O(At) = b(z(t") + O(AL)) — (2(t"))? y(t") + O(At)
— O(At)



Therefore there exists a constant Cy > 0 only depending of the data of the problem such that

sup (|Ry| + [Ry]) < C2AL.
n<M

. We define the approzimation errors ey = x(t") — 2" and e = y(t") — y". We admit as a

consequence of the results of the previous questions that there exists a constant C's > 0 only
depending of the data of the problem such that

|€g+1’ < el 4+ C3At(|el| + ’€Z|) + C3At(|Ry| + |RZ|)
ey ™ < leyl + CaAt(ler| + ley]) + Cs ARy + |Ry)).

Deduce from the previous inequalities the error estimation
sup (\e;y + |e;|) < O4AL
n<M

with Cy > 0 a constant. Make a conclusion about the convergence of the numerical method.
We start from the result of the previous question :

lex ] < leq] + CaAt(leq] + [ey]) + C3AL( Ry | + | Ry)

ey ™ < ley| + CsAt(lep] + ley]) + C3AL(| Ry | + |Ry|).

If we sum both equations we can write :

i + ley ™|

IN

lex] + ley| +2C3At(|eg| + |ey]) + 2C5AL(| Ry | + | Ry])
< (1+2C3A1)(|ef] + lep]) + 2C2C3AL?
< (14 2C3A8)([eR] + [en]) + 2CoC3A¢

N

With a reasoning by recurrence we can prove that

n

enl 4 lepl < (1420500 (2] + ) + 3 (1 + 2C5A0)2C5C5 A
=0

=0 i=0
n—1 .
< 20203At2 Z(l + 203At)1
i=0
< 205C3At*n(1 + 2C3A8)"

Now we use the fact that 1 +u < e* for all u > 0.

len] + ley| < 2CoC3AEn (275"
S 20203At2n 6”203At
If n < M it means that nAt < T'. Thus for all n < M we have :
len| + [ep| < 2C,C3AtT 24T

We have proved the expected result with Cy = 205C5e2¢3AT | This result means that the
numerical method converges to the exact solution of the differential system when At — 0.



